
The human genome is currently believed to harbour 
from hundreds of thousands to millions of enhancers 
— stretches of DNA that bind transcription factors (TFs) 
and enhance the expression of genes encoded in cis. 
Collectively, enhancers are thought to play a principal 
role in orchestrating the fantastically complex pro-
gramme of gene expression that underlies human 
development and homeostasis. Although most causal 
genetic variants for Mendelian disorders fall in protein- 
coding regions, the heritable component of common 
disease risk distributes largely to non- coding regions 
and appears to be particularly enriched in enhancers that 
are specific to disease- relevant cell types. This obser-
vation has heightened interest in both annotating and 
understanding human enhancers. However, despite the 
clear importance of human enhancers to both basic and 
disease biology, there is a tremendous amount that we 
still do not understand about their repertoire, including 
where they reside, how they work and what genes they 
mediate their effects through.

This situation does not arise from a lack of effort. Rather,  
our understanding of the core characteristics of enhanc-
ers, based largely on a few paradigmatic examples, is 
being challenged by studies that suggest a more hetero-
geneous landscape. New data types — for example, data 
based on massively parallel reporter assays (MPRAs) or 
genome editing — are further complicating the picture, 
particularly because biochemical annotations and the 
functional data are not always in agreement. As a con-
sequence, the field lacks a clear framework for identi-
fying enhancers, with different subfields (for example, 
biochemistry, genomics and so forth) using different 
definitions and criteria, even though we are all ostensibly 
studying the same underlying biological phenomenon. 
These challenges are critical to resolve and also represent 

an excellent opportunity to gain further insight into the 
nature of enhancers, as well as into the landscape and 
heterogeneity of gene regulatory mechanisms across the 
human genome.

Here we present a survey of emerging technologies 
for discovering, characterizing and validating enhanc-
ers at scale. We begin with a history of the concept of 
an enhancer and its evolving operational definition. 
We then review contemporary and emerging technol-
ogies for characterizing enhancers at scale. Next we 
propose a set of evidentiary standards for considering 
a candidate enhancer as being strongly, moderately 
or weakly supported. Finally, we look forwards and 
highlight the key challenges in the field.

A brief history of the concept of an enhancer
The term ‘enhancer’ first appeared in the context of 
molecular biology in 1981 (Box 1). By this point in time, 
gene expression was already thought to be regulated by 
proteins1 that bound DNA2. But why do these proteins 
bind to specific locations, and how does their binding 
control gene expression? In eukaryotic systems, in addi-
tion to a primary sequence itself, chromatin accessibility 
was suspected to have a role3,4, and distal, cell type- 
specific regions of open chromatin had already been iden-
tified far from genes’ promoters5. However, these distal 
sites had not yet been shown to affect gene expression.

In 1981, these concepts culminated in the first 
demonstration of a non- coding DNA sequence that 
‘enhanced’ the expression of a gene encoded in cis, in 
a manner that was distinct from transcriptional acti-
vation mediated by promoters6,7. Specifically, on an 
episomal reporter vector, a non- coding region of the 
simian virus 40 (SV40) genome increased expression 
at a distance remote from the reporter gene’s promoter 

Transcription factors
(TFs). Proteins that bind DNA, 
typically consisting of specific 
DNA sequences or motifs, and 
contribute to the regulation of 
RNA transcription.

Open chromatin
A nucleosome- loose packaging 
state of DNA that is permissive 
for transcription- factor binding.

Episomal reporter vector
Plasmid DNA that can be 
synthetically delivered, is 
autonomous from genomic 
DNA and includes a reporter 
gene, typically downstream of 
a candidate regulatory element 
(for example, an enhancer 
adjacent to a minimal 
promoter).
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and independent of the enhancing region’s orientation. 
From this experiment came the original definition of an 
enhancer, which is still widely quoted today: “the tran-
scriptional enhancer element could act in either orienta-
tion at many positions . . . [even] downstream from the 
transcription initiation site”7. A few years later, using a 
similar in vitro method, the first endogenous, mamma-
lian, cell type- specific enhancer was identified within 
the IgH locus8–10. A few years after that, endogenous 

regulatory sequences were shown to have in vivo activity, 
enhancing the expression of the cancer- inducing large 
T antigen in a cell type- specific manner11.

The genomic characteristics of typical enhancers 
were further fleshed out over the ensuing decade, and 
a few general principles emerged. First, enhancers are 
free of nucleosomes, as measured by hypersensitivity to 
DNase I12,13, but are flanked by nucleosomes with spe-
cific, transcription- associated histone modifications14–16. 

Box 1 | A history of operational definitions of enhancers

operational definitions of an enhancer — that is, 
the practical criteria by which enhancers are 
distinguished from other sequences — have varied 
over time. This box summarizes the emergence of 
different operational definitions of enhancers 
(see the timeline figure).

‘Episomally enhancing’
The first reported enhancer sequence was 
described as a non- coding sequence that could 
enhance the expression of a cis- encoded reporter 
gene (Fig. 1b). The enhancer demonstrated activity 
from a number of locations on the same plasmid, 
both upstream and downstream of the promoter 
and in either orientation6,7.

‘Individually characterized’
New enhancers were discovered and 
experimentally characterized on a one- by-one 
basis. Shared features of such enhancers included 
that they were free of nucleosomes; were flanked 
by nucleosomes with transcriptional- activity- 
associated histone modifications; contained 
sequence motifs for transcription factors (TFs) 
and were bound by these TFs; and likely were 
accessing target promoters by looping in 3D  
space. Highly expressed genes located within the 
vicinity of the enhancer and exhibiting similar cell- 
type specificity were inferred to represent the 
target gene224,225.

‘Biochemically annotated’
Biochemical features associated with enhancers 
were measured genome- wide in selected cell  
types and tissues. These were used to annotate and 
define cell type- specific enhancers on a genome- 
wide basis, generally without demonstration of 
enhancing activity. enhancers were additionally 
found to be transcribed (enhancer RNAs) and to be 
enriched for 3D proximity to putative target 
promoters. Massively parallel reporter assays 
(MPRAs) began to enable the scalable generation 
of supporting functional data similar to the original 
enhancer- defining work of Banerji et al.7.

‘Validated and target- linked’ (proposed)
With the emergence of CRISPR–Cas9 genome 
engineering, we propose that to reach the 
highest level of support as an enhancer, distally 
located elements should meet three criteria: 
first, deletion from its native genomic context 
results in altered expression of a potential 
target gene; second, evidence for a cis- acting 
mechanism; and last, one line of orthogonal 
evidence that the underlying sequence is an 
enhancer (in the form of either a reporter assay 
or biochemical annotation) (Fig. 4).

Regulatory proteins potentially control gene expression 
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Second, enhancers contain clusters of TF binding 
motifs17, and binding of TFs to these motifs underlies 
their enhancing activity18,19. Third, enhancers are likely 
to loop in 3D space into proximity with their target 
promoters20,21.

Like many concepts in biology, these generalizations  
were based on a handful of examples that were studied in  
depth using the tools available at the time. One para-
digmatic example, then and now, is the mammalian 
β-globin locus control region (LCR), a non- coding region 
that controls the developmental timing of expression of 
a cluster of globin genes. First discovered as a distally 
located deleted region in patients with β-thalassaemia 
who lacked mutations impacting the coding region of  
the β- globin gene22–24, the β- globin LCR was hyper-
sensitive to DNase I12, contained motifs corresponding 
to relevant TFs (for example, GATA1)25,26, was bound  
by these TFs18 and was proposed to loop in 3D space so 
as to regulate globin genes27. Of note, the pattern of evo-
lutionary conservation of the β- globin LCR — for exam-
ple, in mouse28, rabbit29, goat30 and chicken31 — critically 
supported its functional dissection.

Notwithstanding such exemplars, relatively few 
enhancers had been identified by the late 1990s, orders 
of magnitude fewer than the number of genes known at 
the time. Unlike genes, enhancers could not be identified 
by expressed sequence tag (EST) sequencing, and, more-
over, they lacked a defined grammar that supported their 
assignment as being actually functional (for example, 
an open reading frame). Indeed, the dearth of discussion 
of distal regulatory elements in the initial report of the 
human genome illustrates the difficulty of this task at 
the time32,33.

One encouraging point was that nearly all the 
enhancers that had been deeply characterized at the time 
were evolutionarily conserved34. Taking a ‘conservation 
first’ approach, Loots and colleagues35 identified non- 
coding regions regulating several interleukin genes 
by comparing 1 Mb of mouse–human orthologous 
sequences35. The global application of this strategy was 
one of the key motivations for the sequencing of the 
mouse genome34,36,37.

However, immediately upon comparing the human 
and mouse genomes, the field faced the opposite prob-
lem, as the number of conserved non- coding regions, 
each a potential regulatory element, now vastly exceeded 
the number of genes38–41. How many of these conserved 
non- coding regions represented bona fide enhancers, as 
opposed to other kinds of functional elements? A fur-
ther challenge was that the Human Genome Project had 
revealed the number of human genes to be about the same 
as the number of genes in the nematode, Caenorhabditis 
elegans. If the greater complexity of mammalian devel-
opment was instead encoded by enhancers, a belief that 
took hold at the time and persists today, they too required 
cataloguing and characterization. In what cell types and 
at what developmental time points is each enhancer 
active? Which genes does each enhancer regulate?

To these and other ends, in the wake of the Human 
Genome Project, the field immediately shifted its 
attention to the genome- scale characterization of the  
epigenome — for example, through the Encyclopedia 

of DNA Elements (ENCODE) Consortium and similar 
projects. To briefly summarize an immense amount of 
work, genome- wide chromatin accessibility was meas-
ured by DNase I hypersensitivity42–45, DNA methylation 
by bisulfite sequencing46–48, and genome- wide histone 
modifications49–51 and TF binding52–54 by chromatin 
immunoprecipitation. Each such biochemical assay was 
coupled to a genome- wide readout, initially micro arrays 
and subsequently massively parallel DNA sequenc-
ing55. In a surprising finding, whole- transcriptome 
RNA sequencing revealed the transcription of active 
enhancers (‘eRNAs’)56–59. Altogether, over the past 
15 years, such biochemical methods have been applied 
in order to characterize the non- coding genome in hun-
dreds of mammalian cell types and tissues58,60–63. This has 
resulted in the cataloguing of over one million candidate 
cis- regulatory elements with enhancer- like signatures; 
these collectively span ~16% of the human genome64. 
It is now widely recognized that a major component of 
the heritability of nearly all common diseases partitions 
to these regions, and in particular to regions that have 
enhancer- like signatures in disease- relevant cell types65.

What defines an enhancer?
In the current parlance of the field, the term ‘enhancer’ 
is often used interchangeably to refer to: first, DNA 
sequence elements that meet the original Banerji et al.7 
(1981) definition —that is, enhancing transcription in a 
reporter assay; second, DNA sequence elements that bear 
biochemical marks associated with enhancer activity;  
or third, endogenous, distally located DNA sequence 
elements that serve to enhance the transcription of a 
cis- located gene, in vivo and in their native genomic 
context. But these definitions are not equivalent. There 
may be sequences that activate transcription in the con-
text of a reporter assay but do not meaningfully do so 
in vivo. There may also be sequences that bear enhancer- 
associated biochemical marks but do not actually func-
tion as enhancers in vivo. Finally, there may be in vivo 
enhancers that are non- canonically marked or that have 
contextual dependencies that are not maintained in a 
reporter assay.

Which definition should we use? In our view, the 
first two are operational definitions, whereas the last 
is a biological definition. An operational definition is 
not what an enhancer is, but rather follows from the 
practical framework that we use to distinguish biolog-
ical enhancers from other sequences. Much like blind 
men inspecting an elephant66, operational definitions 
are a means to characterize a phenomenon, but they 
fall short of the phenomenon itself. Here, we use the 
term ‘enhancer’ to refer to the in vivo phenomenon — 
that is, short regions of DNA that in their endogenous 
genomic, cellular and organismal context bind proteins 
that increase the likelihood of transcription of one or 
more distally located genes through a cis- regulatory 
mechanism. We acknowledge that our viewpoint is not 
universally shared — subsets of the community may pre-
fer to define enhancers as sequences exhibiting enhanc-
ing activity in an in vitro reporter assay, and indeed we 
ourselves have slipped into this definition in the past67. 
However, particularly as new assays proliferate, the 

Expressed sequence tag
(EST). in the early days of 
genomics, shotgun sequencing 
of cDNA was used as an 
efficient strategy for 
discovering genes, and 
subsequently to quantify their 
relative abundance.

Open reading frame
The portion of a gene 
that is translatable by a 
ribosome; these are relatively 
straightforward to annotate by 
sequence alone, due to the 
required start and stop codons.

Regulatory element
A functional non- coding 
DNA sequence that regulates 
transcription; classes of 
regulatory elements include 
enhancers, promoters, 
silencers and insulators (further 
defined in Box 2).
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elephant itself (that is, the biological enhancer) must 
remain the primary focus, rather than the angle at which 
we first bumped into it.

Indeed, the operational definitions used for enhanc-
ers have been anything but static (Box 1). The original 

operational definition, from Banerji et al.8, was rela-
tively simple: sequences that increase the expression of 
a reporter gene, when sequence and reporter gene are 
co- located on an episome7. However, this definition was 
quickly followed by efforts to characterize the biochem-
ical features of such sequences in their native genomic 
and cellular contexts8–10. Our present understanding 
is that enhancers are bound by cell type- specific TFs, 
are associated with regions of open chromatin and are 
flanked by histones carrying H3K27ac and/or H3K4me1 
modifications. They interact with their cognate promot-
ers in 3D space and can be latent, primed or active68,69. 
Although the endogenous distributions of enhancer 
sizes and enhancer–gene distances remain important 
topics for exploration, a typical enhancer is probably 
hundreds of base pairs in length70,71 and acts over a few 
to tens of kilobases72. Although we have many clues, the 
mechanistic details of how enhancers activate the expres-
sion of their target genes have yet to be fully worked  
out (Fig. 1a).

Particularly in recent years, operational definitions 
of enhancers based on biochemical annotations have 
been solidified by the ENCODE Consortium, as these 
are available throughout the genome and across many 
cell types. For example, enhancer- associated biochemi-
cal features have been used for regulatory variant effect 
prediction in the context of both rare73 and common74,75 
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Fig. 1 | Approaches for identifying, validating and 
characterizing enhancers. a | Biochemical annotations 
of candidate enhancers: schematic depiction of an 
enhancer and a target gene, marked with the biochemical 
annotations used to nominate candidate enhancers and 
other features of non- coding DNA. Although the enhancer 
has been depicted in 3D proximity to its target promoter, 
we note that the mechanistic importance of such enhancer– 
promoter proximity is far from settled. We refer the reader 
to the Emerging approaches for biochemical annotation: 
3D conformation mapping section for a discussion of open 
questions concerning enhancer–promoter communication 
and the importance of chromatin looping. b | Episomal 
reporter assay: a candidate enhancer and a reporter gene 
located in cis on an episomal vector. The candidate 
enhancer may increase expression of the reporter gene 
by recruiting transcriptional machinery. The degree 
of enhancer- mediated activation is measured by the 
abundance of reporter transcripts or the quantity of 
the reporter- encoded protein. c | Massively parallel 
reporter assays (MPRAs): many candidate enhancers can 
be interrogated simultaneously in a reporter assay if 
a barcode is encoded in the reporter transcript. The 
relative abundance of barcodes can be used to estimate 
the relative activities of the candidate enhancers to which 
they are linked. We show here just one of the many formats 
of MPRAs that have been developed. 3C, chromosome 
conformation capture; 4C, chromosome conformation 
capture on a chip; ATAC- seq, assay for transposase- 
accessible chromatin using sequencing; ChIP–seq, 
chromatin immunoprecipitation followed by sequencing; 
DNase- seq, DNase I hypersensitivity sequencing; 
MNase-seq, micrococcal nuclease digestion combined 
with sequencing; PRO- seq, precision run- on sequencing; 
POL , RNA polymerase; RNA- seq, RNA sequencing; 
TF, transcription factor. Part a is adapted from REF.69, 
Springer Nature Limited.
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disease. In human genomics, characterizations of the 
genome- wide sizes and distributions of enhancers rely 
heavily on biochemical datasets51,76. Many investigators 
are careful to qualify catalogues based on such annota-
tions as ‘predicted’ or ‘candidate’ enhancers, but the qual-
ification is often dropped, and such sequences simply 
referred to as ‘enhancers’.

However, much like in vitro reporter assays, a defini-
tion based purely on biochemical annotations has clear 
limitations. First, biochemical annotations are based on 
observations made in a sequence’s native genomic con-
text but usually obtained on highly derived cell lines or 
on tissues that represent mixtures of many cell types. 
Second, although these measurements may correlate 
with function, they fall short of demonstrating regulation 
of the expression of a cis- encoded gene. In fact, it remains 
entirely possible that many biochemically identified 
enhancers may not be enhancing the transcription of 
anything77. Third, biochemical annotations fail to spec-
ify which genes a putative enhancer regulates, let alone 
the degree of activation conferred78,79. Fourth, many 
enhancer- associated biochemical features may have 
nothing to do with the enhancers’ mechanism of action. 
For example, the MLL3/4 complex has been shown 
to serve as an essential co- activator at some enhanc-
ers, completely independent of its catalytic activity as 
an H3K4me1 writer80,81. Fifth, the coarseness of many 
biochemical features (for example, broad peaks) fails 

to resolve which specific subsequence and nucleotides  
underlie any enhancing function. Finally, such anno-
tations are often used in a ‘one size fits all’ manner, 
potentially disallowing bona fide enhancers that are 
non- canonically marked.

We do not mean to say that operational definitions 
of enhancers, whether from a reporter assay or based 
on biochemical features, have been anything less than 
tremendously useful. However, we should be contin-
ually evolving towards a framework for discovering, 
characterizing and validating enhancers that is as close 
as possible to the biological phenomenon itself. To this 
point, new methods have recently emerged that over-
come many of the key limitations of earlier technologies. 
These include single- cell (‘sc’) methods to identify cell 
type- specific open chromatin in complex tissues82,83, 
higher- resolution chromosome conformation capture 
(‘3C’) methods to more finely map enhancer–promoter 
contacts84, MPRAs to dissect or trap enhancer activity on 
a reporter vector at scale85 and high- throughput CRiSPR 
screens to directly perturb enhancers in their native 
genomic context and link them to their target genes86.

The rapid maturation of these technologies should 
force us to re- examine how we operationally define 
enhancers. At the same time, given the heterogeneity of 
both the biochemical and functional methods that can 
now be applied at scale, it is important to acknowledge 
that this is going to be a complicated task.

What features identify an enhancer?
Enhancers are only one class of non- coding DNA regu-
latory element, although they are widely presumed to be 
the most numerically prevalent (Box 2). For this Review, 
we focus on enhancers, and mammalian enhancers in 
particular, although many of the assays and concepts 
described are potentially applicable to other classes of 
non- coding DNA regulatory elements.

Enhancers are ‘punctate’ relative to broader chroma-
tin domains (for example, chromosomes, topologically  
associating domains (TADs) and sub- compartments of 
TADs87), but their in vivo functionality is dependent on 
both the chromatin context in which they reside88 and 
the trans milieu (for example, cell type- specific TFs)89. 
How do enhancers enhance the expression of their target 
genes? The classic model is that enhancers recruit cell- 
and condition- specific TFs and then loop in 3D space to 
interact with their target promoter90. The recruited TFs 
directly or indirectly (for example, via a co- activator) 
facilitate chromatin remodelling and recruitment of the 
basal transcriptional machinery at the promoter (Fig. 1a), 
thereby enhancing transcription91. However, it should be 
emphasized that this is not an inexorable chain of events. 
For example, stimulus- responsive enhancers may exhibit 
open chromatin and 3D interactions with their promot-
ers before activation92,93. The production of a functional 
mRNA is a complex process, and which steps are rate- 
limiting varies by gene and context94. Mammalian pro-
moters are typically suboptimal in one or several ways95. 
Thus, from a mechanistic perspective, enhancers might 
tune transcription levels by affecting any number of 
steps. For example, some enhancers were recently shown 
to regulate the release of promoter- proximal paused 

Chromosome conformation 
capture
(3C). Methods that map the 3D 
positioning, looping and spatial 
organization of DNA within the 
nucleus, often relative to other 
segments of DNA.

CRISPR
Clustered regularly interspaced 
short palindromic repeats. 
A system that consists of the 
components of a bacterial 
immune system that have been 
adopted for synthetic genetic 
perturbation. The term is most 
often used in reference to the 
Type ii Cas9 endonuclease 
version, which can introduce 
a double- stranded break into 
genomic DNA as directed by 
a synthetic guide RNA.

Topologically associating 
domains
(TADs). Broad regions of 
genomic DNA that are 
physically packaged together 
in the nucleus in 3D space, 
typically at a scale from 
hundreds of kilobases to 
several megabases.

Box 2 | Other types of regulatory element

enhancers are only one class of non- coding DNa regulatory element. This is a brief list 
of other major classes, perhaps unified in that they generally correspond to open 
chromatin in cell types in which they are active. These are not covered in detail in this 
Review, but many of the assays described in this Review could also be applied to these 
other classes of regulatory elements. Furthermore, because all these elements share 
many biochemical features and/or functional characteristics, the lines between them 
can be blurry59,226,227.

Promoter
an element that initiates transcription of a gene by RNa polymerase, by definition 
located at the 5ʹ end of the gene and encompassing its transcription start site (TSS). 
Composed of transcription factor (TF) binding sites that generally act independently of 
orientation, as well as core promoter elements (for example, the TATA box) that tend to 
be oriented relative to the TSS228. Most promoters contain only a few discernible core 
promoter elements229.

Silencer
an element similar to an enhancer but that acts to reduce expression of a target gene. 
It tends to bind repressive TFs230.

Insulator
A boundary element that restricts the ability of positive (enhancer) or negative 
(silencer) regulatory elements to modulate the expression of genes located on the 
other side of the boundary. often bound by CTCF231.

Cis- regulatory elements
elements that regulate a target gene by a mechanism that depends on their residing 
on the same chromosome or episome. Regulatory elements located on the same 
chromosome and within 1 Mb of their target gene232 are often assumed to act through 
a cis- regulatory mechanism.

Trans- regulatory elements
elements whose regulation of a target gene is mediated by a trans- acting factor. 
Regulatory elements located over 1 Mb from their target gene on the same 
chromosome, or that are located on a different chromosome, are often assumed to 
act through a trans- regulatory mechanism.
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RNA polymerase II96, and others to act through splicing- 
dependent mechanisms97. Further heterogeneity can be 
introduced by the same enhancers acting via different 
co- regulators at different times98.

Regardless of any such mechanistic heterogene-
ity, a common property is that the activity of individ-
ual enhancers is generally cell type- specific, or even 
condition- specific99, and this specificity is a function of 
the expression levels of the TFs that are able to bind to 
it89. But even this generality is complicated by the fact 
that the capacity of an expressed TF to interact with 
an enhancer may depend on the chromatin state of 
the region in which the enhancer resides100, which is in 
turn a function not only of a cell’s present state but also 
of its developmental history. An enhancer’s specificity 
may also depend on the nature of the TF — for example, 
whether it is a pioneer factor101. Finally, there are multi-
ple models of how enhancers interact with their target 
promoters, including tracking, linking/chaining, short- 
or long- range looping, transcription factory, and hub/
condensate models (reviewed in REF.102), more than one 
of which may be correct.

Well- established enhancers bear biochemical marks 
that are now routinely used to classify other sequences 
as enhancers. These include sequence- level features 
(TF binding site motifs and conservation); 1D biochem-
ical annotations (accessible chromatin; H3K27ac and 
H3K4me1 modifications on flanking histones, for active 
enhancers; H3K4me1 and HK27me3, for poised enhanc-
ers; or closed chromatin that has been pre- marked by 
H3K4me1, for primed enhancers103); direct binding of 
TFs or secondary binding of cofactors (such as p300); 
and 3D biochemical annotations (nuclear spatial prox-
imity to promoters, as measured by 3C, 3C on a chip 
(4C), 3C carbon copy (5C) or Hi- C) (reviewed in REF.69). 
Through projects such as ENCODE, these annotations 
underlie the classification of over one million candidate 
regulatory elements in the human genome as potential 
enhancers in one or more cell types60,64.

Yet, none of these features serves as a perfect rule 
for identifying endogenous enhancers, as counterex-
amples can be found for each one. Not all distal con-
served elements are detectably enhancers39, and far 
more of the gene- distal non- coding genome is anno-
tated as a regulatory element than is conserved60,104. TF 
sequence motifs alone are poorly predictive, as only a 
small fraction of the potential TF binding sites in the 
genome are typically bound in a cell type where the TF 
is expressed68. Although it is enriched, histone modifi-
cation and cofactor binding is also not completely pre-
dictive of enhancer activity54,58,72,77,105. Furthermore, to 
the extent that functional activity has been measured 
at scale — for example, via MPRAs — its correlation 
with the annotations typically used to call enhancers is 
modest at best106–108. Many enhancers are spatially prox-
imate to their target promoter in 3D109,110, but exceptions 
have been described111–114. Genes can be affected by a 
single enhancer or multiple enhancers acting in con-
cert115; conversely, individual enhancers can regulate 
multiple genes72. Some enhancers reside in clusters of 
a handful116 to even hundreds (‘super enhancers’76,117), 
whereas many are solo. At least a few enhancers reside 

at great distances from their target gene (for example, the 
ZRS enhancer, located 1 Mb from the Shh gene118, and a 
MYC enhancer located 1.7 Mb downstream119), although 
most are much more proximal to their target promot-
ers72. Enhancers regulating housekeeping genes may 
act via distinct sets of TFs and cofactors relative to the 
enhancers regulating developmentally specific genes79,120. 
Enhancers may have complex relationships with pro-
moters, including feedback loops or competition with 
neighbouring genes121,122.

In light of this heterogeneity, using a ‘one- size-fits- all’ 
set of annotations to catalogue enhancers seems prob-
lematic. Furthermore, as per their biological definition, 
enhancers are ultimately defined not by biochemical 
marks but by their endogenous functional activity: 
increasing the likelihood of transcription of one or more 
distally located genes through a cis- regulatory mecha-
nism. It is also worth emphasizing that ruling out that 
a sequence is a biological enhancer may be far more 
difficult than proving that it is. This is simply because 
it would be extremely impractical to test every possible 
developmental time point, cell type and condition.

As we touched on above, technologies for function-
ally characterizing non- coding regulatory elements at 
scale are rapidly evolving. This creates an opportunity 
to rethink our operational definition of enhancers. 
In the next several sections, we review current and 
emerging technologies for the scalable characteriza-
tion of enhancers and consider the evidence that each 
provides (TABlE 1).

Methods for scalable enhancer characterization
Current technologies and their limitations
DNA sequence. A primary sequence is modestly informa-
tive for distinguishing where enhancers lie. Evolutionary 
conservation can support the functional candidacy of 
a region39, but not all enhancers are conserved123–126. 
Surveying a genome or candidate regulatory elements for 
TF binding motifs can add further support127, but not all 
motifs are known or perfectly described128. Furthermore, 
the presence of a motif for an expressed TF does not 
mean that it is bound, and, even if it is, not all binding is 
functional68. Consequent to these limitations, automatic 
sequence- based enhancer annotation is helpful and 
worthwhile129, but it performs modestly for predicting 
enhancers and the contexts in which they are active. 
A further limitation is that the primary sequence can-
not identify the genes an enhancer regulates, beyond 
predictions based purely on linear proximity.

Biochemical annotations. Biochemical annotations that  
correlate with enhancer activity and are measurable on a  
genome- wide scale include assays for histone modi-
fications or TF binding (for example, chromatin immuno-
precipitation followed by sequencing (ChIP–seq)  
or cleavage under targets and release using nuclease 
(CUT&RUN)), open chromatin (for example, DNase I 
hypersensitivity sequencing (DNase- seq), micrococcal 
nu clease digestion combined with sequencing (MNase- 
seq) or assay for transposase- accessible chromatin 
using sequencing (ATAC- seq)), DNA methylation (for 
example, bisulfite sequencing), and the initiation and 

Pioneer factor
A TF that can directly interact 
with compact, closed 
chromatin; this class of TFs are 
thought to initiate (‘pioneer’) 
chromatin remodelling events.
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Table 1 | Pros and cons of various strategies for identifying, validating and/or characterizing enhancers

Type Technologies Single cell? Pro Con

Conservation PhyloP233, PhastCons234 Not applicable Computable genome- wide; support 
for critical function

Not cell type- specific; not a 
measurement of enhancer 
activity ; no target gene 
identified

Sequence motif Databases: JASPAR235, 
HOCOMOCO236

Not applicable Computable genome- wide; 
informative as to potentially bound 
proteins

Limited cell- type specificity ; 
not a measurement of enhancer 
activity ; no target gene 
identified

Open chromatin DNase- seq43, MNase- seq237, 
ATAC- seq238

Yes (for example, 
sci- ATAC-seq82)

High- throughput biochemical 
annotation; associated with enhancer 
activity ; cell type- specific

Not a measurement of enhancer 
activity ; no target gene 
identified; unknown specificity

Transcription RNA- seq, PRO- seq239, 
GRO-cap59, CoPro240

Yes (for example, 
scRNA- seq, 
although usually 
only mRNAs)

High- throughput biochemical ‘eRNA’ 
annotation; implies active RNA 
polymerase near enhancer

Transcription does not 
necessarily guarantee enhancer 
activity ; no target gene 
identified

Histone marks Enhancer- associated 
histone modifications on 
ChIP–seq

Emerging 
(for example, 
scChIC- seq241)

High- throughput biochemical 
annotation; can support poised, 
active or silenced enhancers; cell 
type- specific

Not a measurement of enhancer 
activity ; no target gene 
identified; unknown specificity

Protein Binding Transcription factor ChIP–
seq, CUT&RUN242

Emerging 
(for example, 
uliCut&Run170)

High- throughput biochemical 
annotation; cell type- specific

Not a measurement of enhancer 
activity ; no target gene 
identified; unknown specificity

eQTL Many datasets available 
(for example, GTEx 
Consortium136)

Emerging 
(for example, 
sc- eQTLGen 
Consortium138)

In- genome; direct measurement from 
human tissues; can test all variants by 
all transcripts

Limited to common genetic 
variants; variants fall in linkage 
disequilibrium blocks

3D proximity Chromatin conformation 
‘C’s (for example, Hi- C141, 
microscopy)

Yes (for example, 
microscopy , 
sci- Hi-C163)

High- throughput biochemical 
annotation; cell type- specific; informs 
enhancer–gene links

Not a measurement of enhancer 
activity ; unknown specificity

3D proximity + live 
imaging

Microscopy172 Yes, microscopy 
is inherently 
single- cell

Live cells, dynamic imaging of 3D 
proximity and transcriptional bursting 
across time

Limited to a small number of 
loci at once

3D proximity 
+ biochemical 
annotation

ChIA- PET147, HiChIP148, 
DNase- Hi-C150, PL AC- seq149

None yet High- throughput biochemical 
annotation; cell type- specific; informs 
enhancer–gene links; more cost- 
effective than Hi- C

Not a measurement of enhancer 
activity ; unknown specificity

Computational 
prediction

For example, 
ChromHMM243, Segway244

Yes (for example, 
Cicero134)

Computable genome- wide; potentially 
cell type- specific, can nominate 
enhancer–gene links

Requires experimental 
functional validation

Reporter plasmid 
activity

Luciferase, MPRAs67,173,184, 
lentiMPRAs190

None yet High throughput; relatively 
straightforward to implement; 
provides functional support

Episomal; removed from 
genomic context; no target 
gene identified; unknown 
specificity

Single- gene CRISPR 
screens

‘Indel’ scans195, long- 
deletion scans203,204, CRISPRi 
scans105,208

None yet High throughput; in native genomic 
context; provides functional support; 
informs enhancer–gene links

Only tests candidate enhancers 
against one gene at a time; 
unknown sensitivity

Whole- 
transcriptome 
CRISPR screens

Mosaic- seq216, multiplexed 
scRNA- seq72

Yes High throughput; in native genomic 
context; provides functional support; 
informs enhancer–gene links; many 
genes at a time

Currently only implemented 
using epigenetic perturbation; 
unknown sensitivity

In vivo model 
organism: transgenic 
reporter

Episomal or transgenic 
delivery219,221

None yet In vivo test across many developmental 
contexts

Low throughput; does not test 
enhancer in native genomic 
context

In vivo model 
organism: sequence 
deletion

Direct genomic sequence 
deletion115

None yet In vivo test across many developmental 
contexts; potential detection of 
organismal phenotypes

Low throughput; not all 
enhancers are conserved 
between mouse and humans

ATAC- seq, assay for transposase- accessible chromatin using sequencing; ChIA- PET, chromatin interaction analysis with paired- end tag sequencing; scChIC- seq, 
single- cell chromatin immunocleavage sequencing; ChIP–seq; chromatin immunoprecipitation followed by sequencing; CoPro, coordinated precision run- on and 
sequencing; ChromHMM, a chromatin state annotator based on hidden Markov models; CRISPRi, CRISPR- based transcriptional interference; CUT&RUN, cleavage 
under targets and release using nuclease; DNase- seq, DNase I hypersensitivity sequencing; eQTL , expression quantitative trait locus; eQTLGen, eQTL Genetics 
Consortium; eRNA , enhancer RNA ; GTEx, genotype–tissue expression program; GRO- cap, cap- enriched global nuclear run- on sequencing; HOCOMOCO, 
Homo sapiens Comprehensive Model Collection; indel, insertion or deletion; lentiMPRAs, lentiviral MPRAs; MNase- seq, micrococcal nuclease digestion  
combined with sequencing; MPRAs, massively parallel reporter assays; PL AC- seq, proximity ligation- assisted ChIP–seq; PRO- seq, precision run- on sequencing; 
RNA- seq, RNA sequencing; sc, single- cell; sci, single- cell combinatorial indexing; uli, ultra- low input.
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abundance of transcription (for example, precision run- on  
sequencing (PRO- seq) or RNA sequencing (RNA- seq))  
(Fig.  1a). Through the ENCODE Consortium and 
related efforts, such data have been collected in diverse 
cell types and tissues, to inform the cataloguing of cell 
type- specific enhancers. Although this effort is unques-
tionably useful, it remains unknown what proportion 
of candidate enhancers identified solely by biochemi-
cal marks are technical false positives130–132 or products 
of having enhancer- like biochemical features but no 
meaningful impact on the expression of cis- encoded 
genes133. Furthermore, ‘1D’ biochemical annotations 
fail to inform us which genes an enhancer regulates 
(biochemical annotations based on 3D 3C techniques 
are discussed further below). To some degree this can be 
overcome by correlative approaches (for example, cor-
relating open chromatin status between promoters and 
enhancers across large numbers of cell types), but such 
links remain inferential45,134,135.

eQTL mapping. Expression quantitative trait locus 
(eQTL) studies in human populations can be used to 
validate and characterize distally located candidate reg-
ulatory elements. In brief, genome- wide genotypes in 
human cohorts (measured by microarrays and imputa-
tion or by genome sequencing) are tested for correlation 
with the expression of genes located in cis (measured by 
bulk RNA- seq of an accessible tissue from those same 
individuals). Variants that are significantly associated 
with gene expression differences after appropriate cor-
rections are called as eQTLs. The eQTL framework is 
very powerful, and, for variants residing within distally 
located candidate enhancers, it can provide in vivo val-
idation of those enhancers while also linking them to 
their target genes136. On one hand, given the diversity 
of epigenomic contexts traversed during development, 
eQTL studies may represent our only hope for com-
prehensively observing the consequences of human 
enhancer disruption (as all engineered mutations will 
be in models such as cell lines, organoids or mice). On 
the other hand, the framework has clear limitations, 
including its reliance on naturally occurring human  
genetic variation (most enhancers do not harbour com-
mon variants that substantially perturb their activity), 
linkage disequilibrium (multiple variants in a haplotype 
block may equivalently explain an association) and 
restriction to cell types and tissues that can be practi-
cally obtained from large numbers of individuals for 
expression profiling (for example, peripheral blood 
mononuclear cells)137,138.

Emerging approaches for biochemical annotation
3D conformation mapping. A long- hypothesized 
model of enhancers involves their looping in 3D space 
in order to access target promoters139,140. In recent 
years, successively more powerful 3C methods have 
yielded high- resolution 3D conformational maps of 
the human genome in a few cell types (Fig. 1a). With 
3C methods, genomic DNA fragments are ligated to 
other, physically proximate genomic DNA fragments 
within the nucleus141,142. The resulting datasets have 
led to the identification of large- scale compartments of 

genome organization at various scales, including A/B 
compartments141, TADs143–146 and possibly enhancer–
promoter loops109. 3C methods have also been paired 
with biochemical assays so as to enrich for potentially 
functional interactions — for example, such methods 
include chromatin interaction analysis with paired- end 
tag sequencing (ChIA- PET)147, HiChIP148, proximity 
ligation- assisted ChIP–seq (PLAC- seq)149, DNase Hi-C150  
and others.

Does physical proximity strongly predict enhancer–
gene links? Is it necessary and/or sufficient? In an elegant 
recent study that relied on live imaging, sustained prox-
imity of an enhancer to its target was indeed required 
for activation151. Furthermore, a strong signal for dis-
tal chromatin interactions in bulk genomic assays such 
as Hi- C is associated with tissue- specific, presumably 
enhancer- dependent, expression152. On the other hand, 
proximity is sometimes maintained even when the gene 
or enhancer is inactive112,153. Other studies have found 
enhancer mobility, rather than proximity per se, to be a 
key determinant of activation154. Finally, the temporary 
disruption of 3D loops on a genome- wide scale through 
cohesin depletion was found to have minimal lasting 
effect on gene expression155,156. Overall, the precise mech-
anistic relevance of 3D proximity to enhancer-mediated 
gene regulation remains unclear.

Single- cell molecular profiling. Conventional or ‘bulk’ 
biochemical assays of chromatin return the mean pro-
file of their input cells, which due to Simpson’s paradox 
is potentially representative of none of the cells 
therein157,158. Until recently, the field has dealt with cel-
lular heterogeneity by either ignoring it or, where pos-
sible, resorting to physical dissection or cell sorting61,159. 
However, methods for profiling chromatin state in sin-
gle cells are advancing quickly and have the potential 
to overcome this challenge. For example, single- cell 
ATAC- seq has enabled the in vivo profiling of accessi-
ble chromatin at the scale of a whole organism82,83,160,161. 
Single- cell MNase- seq, ChIP–seq, Cut&Run and Hi- C 
methods have also been developed162–170. As we touched 
on above, microscopy — the original single- cell method 
— has revealed cases in which enhancer–promoter 
proximity either is or is not required for gene activa-
tion151,171. A major advantage of microscopy relative 
to genomic assays is the ability to study dynamic gene 
regulation in live cells172. Although currently limited to 
studying one or a few loci at a time, methods for multi-
plexing at the interface of microscopy and genomics are 
rapidly advancing.

Overall, single- cell methods have the potential 
to replace conventional bulk 1D and 3D biochemi-
cal assays. From datasets such as these, links between 
enhancers and promoters can be potentially nominated 
by their correlation across large numbers of cells, rather 
than large numbers of samples134. Single- cell methods 
may also enable the identification of candidate enhanc-
ers that appear to be active in extremely specific devel-
opmental contexts, or heterogeneously active within a 
single cell type. However, like the biochemical annota-
tions on which they are based, any such candidate links 
will still lack functional validation.

Linkage disequilibrium
The population genetics 
phenomenon by which genetic 
variants are nonrandomly 
associated within a population. 
Variants are said to be in 
‘linkage disequilibrium’ if they 
are found to reside on a 
haplotype more frequently 
than one would expect by 
completely random 
assortment; variants in linkage 
disequilibrium are nearby on a 
genomic locus and hence are 
co- inherited because they 
are rarely separated through 
meiotic recombination.

Simpson’s paradox
A phenomenon in statistics in 
which different trends may 
exist in subgroups of a dataset 
but are undetectable when 
the groups are analysed as 
a whole.
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Saturation mutagenesis
A molecular biology technique 
in which all possible sequence 
changes are generated from 
a parental sequence (for 
example, all possible amino 
acids in an open reading frame, 
or all possible single- nucleotide 
variants in an enhancer).

Technologies for measuring enhancer activity
Massively parallel reporter assays. An MPRA tests the 
functional activity of thousands of candidate regulatory 
sequences in a single experiment. The typical set- up 
of MPRAs is very similar to the original demonstra-
tion of the properties of the SV40 enhancer — that is, 
position- independent activity within an episomal vec-
tor7 (Fig. 1b). Although first developed in 2009 to dissect 
all possible single- nucleotide variants of a promoter173, 
MPRAs have mostly been used to study enhancers 
(reviewed in REF.85). Enhancer- focused MPRAs involve 
cloning a library of candidate enhancers into a reporter 
vector, wherein they have the opportunity to enhance 
the expression of a reporter gene via a minimal promoter 
(Fig. 1c). Each reporter gene transcript includes a bar-
code that is associated with a particular enhancer (or is 
the enhancer itself, in the case of STARR- seq174). The 
relative abundance of each RNA barcode, normalized 
to its DNA- based representation, is used to quantify the 
activity of its cognate candidate enhancer175.

A clear strength of MPRAs is their ability to simulta-
neously test large numbers of sequences for regulatory 
activity via a relatively straightforward, widely accessi-
ble toolkit (that is, oligonucleotide synthesis, molecular 
biology, cell culture and sequencing)175. MPRAs have 
been applied to assessing biochemically annotated can-
didate enhancers77,176–178, candidate enhancers harbour-
ing variants that potentially mediate eQTLs179–182, and 
even scans of the entire human genome108,183. A major 
advantage of MPRAs is that the sequences to be tested 
can simply be synthesized, enabling straightforward 
saturation mutagenesis of enhancers67,184,185, as well as 
programming synthetic enhancers in order to inform 
modelling of their properties186,187. In contrast with 
MPRAs that rely on re- synthesis of candidate sequences, 
genome- wide ‘shotgun MPRAs’108,174,183,188 nicely avoid 
a priori assumptions about which sequences to test.

However, at least as they are usually implemented, 
MPRAs remain limited by several factors, including 
the length constraints and cost of DNA synthesis or the 
immense complexity of shotgun libraries, the confound-
ing effect of the reporter’s minimal promoter, and the use 
of episomes whose chromatin may have different proper-
ties to that of the genome189. Specific types of MPRA can 
address these concerns, at least in part — for example, 

by integrating MPRA reporters into the genome88,190,191.  
The fact that MPRAs test each sequence of interest 
entirely out of context is, on one hand, a strength, as it 
isolates that sequence in order to study its properties 
independently of that context. However, this is also a 
weakness, in that the properties observed out of context 
may be irrelevant when that native context is restored. 
The fact that most MPRAs only test for enhancer activity 
using a single promoter, or at best a handful79, could con-
tribute to a high false- negative rate. To put it another way, 
most MPRAs assume that enhancers act in a promoter- 
generic fashion, when that in fact may not be the case. 
Conventional MPRAs also fail to capture how each 
sequence affects and is affected by its genomic neigh-
bourhood, as well as which promoter an ‘active’ enhancer 
endogenously affects. Users of MPRAs, including our-
selves, typically fail to confirm that each ‘positive’ ele-
ment fully meets the original Banerji definition (that is,  
active in both orientations and from many positions).

CRISPR screens of non- coding sequences. An exciting 
recent development in this area has been the emergence 
of pooled CRISPR- based enhancer screens for in- genome 
perturbation (Fig. 2). These studies springboard off 
CRISPR- based genome- wide screens of genes192–194, but 
instead with the aim of characterizing massive numbers 
of enhancers in their native genomic context. In brief, 
such screens entail the delivery of a library of enhancer- 
targeting guide RNAs (gRNAs) to a pool of cells, followed 
by a phenotypic assay that informs as to which of those 
gRNAs impact the expression of a target gene or genes. 
To date, all such screens have used Cas9-induced pertur-
bations, including active Cas9 for sequence disruption195 
or nuclease dead Cas9 (dCas9) tethered to an epigenetic 
repressor105 or activator domain92. Because these genetic 
or epigenetic perturbations of enhancers are phenotyped 
by methods that directly or indirectly measure gene 
expression, they have the potential to functionally link 
enhancers to their target genes at scale, potentially filling 
a longstanding gap in the field.

Nuclease- active genome- editing screens. The initial 
CRISPR screens of regulatory elements delivered an 
individual gRNA per cell195. The gRNA–Cas9 nucle-
ase complex directed double- stranded breaks (DSBs) 
at target sites, which, after repair by error- prone non- 
homologous end- joining (NHEJ)196,197, resulted in 
1–10-bp deletions or 1-bp insertions (‘indels’) in as 
many as 90% of cells192,194 (Fig. 2a). These were ‘single- 
gene’ screens, in that the experiments were designed to 
detect expression perturbations of a specific gene. The 
first such screen targeted gRNAs in order to effectively 
tile small indels across a known cluster of enhancers of 
BCL11A195. The authors flow- sorted the edited cells on  
the basis of the BCL11A- dependent switch to fetal haemo-
globin, sequenced guides that were enriched in cells 
that had or hadn’t switched and, on the basis of those 
enrichments, successfully identified a primate- specific 
GATA1 motif critical for that enhancer’s function. A 
transcription- activator-like effector nuclease (TALEN)-
mediated indel scan of the same enhancer revealed 
the same motif, albeit via a much lower- throughput 

Fig. 2 | CRISPR- based approaches for perturbing enhancers. The CRISPR system has 
been repurposed for use with four main perturbation methods that can disrupt enhancer 
activity a | Single- cut small- sequence insertion or deletion (indel). An active CRISPR 
nuclease such as Cas9 is directed to make a single cut that, through inaccurate repair, 
will usually create a small indel of <10 bp. This indel can sometimes disrupt an enhancer’s 
function — if, for example, it overlaps a key transcription factor (TF) binding site. b | Dual- cut  
long- sequence deletions. To guarantee that a perturbation will disrupt the enhancer’s 
functional sequence, the entire enhancer can be deleted by directing two cuts, flanking 
on either side. In some cells, due to inaccurate repair, deletions may occur between the 
two cuts. However, this is inefficient and will be only one of several possible repair outcomes 
that must be accounted for in an experimental design. c | CRISPR interference (CRISPRi)- 
based epigenetic repression. The nuclease domain of the CRISPR enzyme is rendered 
inactive (‘dead’, such as dCas9) but is tethered to a repressive domain (for example, KRAB) 
that is known to disrupt enhancer activity and expression. d | CRISPR activation (CRISPRa)- 
based epigenetic activation. A dead CRISPR enzyme is tethered to an activating domain 
(for example, a fusion of VP64, p65 and rtTA) that can potentially induce activation of a 
target gene when it is targeted to a primed enhancer. POL , RNA polymerase.
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experiment198. Additional single- locus CRISPR screens 
of regulatory elements quickly followed at larger scales199, 
including experiments that perturbed thousands of 
candidate enhancers per experiment133,200–202.

Non- coding CRISPR screens present challenges dif-
ferent from those of coding CRISPR screens. In a coding 
screen, the indels resulting from NHEJ at a single DSB 
are likely to result in a frameshift and in the gene’s com-
plete loss of function. However, the rules of disrupting 
enhancer function are more nebulous. Although small 
indels are probably capable of disrupting TF binding 
sites within an enhancer, they might only do so if they 
directly overlap the binding site itself. In this respect, the 
ability of single guide scans to fully ‘tile’ a region is lim-
ited by both the distribution of protospacer- adjacent motif 
(PAM) sites and the non- random distribution of NHEJ- 
mediated mutations. Furthermore, the disruption of a 
single TF binding site might be insufficient to detecta-
bly disrupt the function of an enhancer. To address all 
these technical challenges at once, other CRISPR screens 
of regulatory elements have sought to program larger 
deletions in order to increase effect sizes and facilitate 
more complete tiling of regions of interest203–205 (Fig. 2b). 
Such ‘long- deletion’ scans deliver pairs of gRNAs per cell 
that target closely located sites, which can result in clean 
deletion of the intervening sequence. However, a chal-
lenge is that the farther apart the pair of cuts induced by  
the gRNAs, the less often full deletion occurs — for 
example, ~20% of the time for a 365-bp deletion204.

In sum, although powerful, CRISPR screens of non- 
coding regulatory elements are currently limited by effect 
size, efficiency or both. Additional challenges include 
that the variability of NHEJ- mediated repair outcomes 
plagues these screens with unprogrammed editing out-
comes204,206, and that in non- haploid cells each allele of 
the targeted locus can be heterogeneously edited within 
each cell, complicating the interpretation of results.

Nuclease- inactive epigenome- editing screens. Relying 
on epigenetic perturbations, rather than genetic ones, 
bypasses many of these limitations — for example, 
allowing all alleles in a given cell to be more consist-
ently perturbed. The dCas9–KRAB repressor domain 
(CRISPR interference, or ‘CRISPRi’) was the first con-
struct shown to synthetically silence a target enhancer 
by inducing ~1–2 kb of repressive marks in the vicinity 
of the gRNA target207 (Fig. 2c). CRISPRi has subsequently 
been used in multiple single- gene screens of regulatory 
elements105,208,209. Activating domains (dCas9–VPR or 
dCas9–p300) have also been used to scan for poised 
enhancers, in an approach termed ‘CRISPR activation’ 
or ‘CRISPRa’92,208 (Fig. 2d). Additional dCas9-tethered 
domains have been shown to disrupt enhancer activity 
(for example, the histone demethylase LSD1 (REF.210), 
histone deacetylase 3 (REF.211) and the DNA methylator 
MQ212 or DNMT3A213–215), and these could potentially 
be adapted to large- scale screens.

However, although nuclease- inactive epigenome 
scans of regulatory elements have some clear technical 
advantages, the synthetic nature of the perturbation 
leaves something to be desired. Although the epige-
netic changes somewhat recapitulate how enhancers are 

physiologically turned on or off, the synthetic domains 
(for example, KRAB or VPR) used in a CRISPRi or 
CRISPRa system probably do not perfectly recapitulate 
the subtleties of enhancer regulation. This may lead to 
false positives (for example, through the spreading of 
KRAB’s repressive effects or through unnatural activa-
tion by VPR) or false negatives (for example, an active 
enhancer that is not susceptible to CRISPRi- mediated 
inactivation). By contrast, wholesale deletions of can-
didate enhancers are unambiguously disruptive of a 
bounded region.

Whole- transcriptome screens. A shared limitation of 
single- gene screens, whether by CRISPR, CRISPRi or 
CRISPRa, is that the phenotyping is restricted to one 
or a few genes per experiment — for example, by engin-
eering a reporter to the target gene133,201,203,208, by labelling 
mRNA products with fluorescence in situ hybridiza-
tion (FISH)209 or by focusing on drug- responsive202,204, 
antibody- detectable92 or proliferation- related105,200 genes. 
Each such phenotyping assay requires a specific techni-
cal set- up, which sharply limits its scalability and ease of 
adoption (Fig. 3a).

Towards genome- wide functional maps of enhancer–
gene interactions, several groups have developed ‘whole- 
transcriptome’ screens of regulatory elements, which 
circumvent the need for gene- specific assays to be devel-
oped (Fig. 3b). In brief, a library of enhancer- targeting 
gRNAs and some form of Cas9 is still introduced to 
cells, but the phenotyping is performed by single- cell 
RNA- seq (scRNA- seq) of both mRNAs and gRNAs. 
The subsets of cells with versus without each gRNA are 
then tested for expression differences. The first such 
screen delivered 1 CRISPRi perturbation per cell, tar-
geting 71 candidate enhancers across 7 genomic loci216. 
As scRNA- seq is costly and individual enhancers most 
likely regulate only 1 or a few genes in cis, we developed 
a related approach, wherein ~28 gRNAs were introduced 
per cell, enabling 5,779 candidate enhancers to be evalu-
ated in a single experiment72. However, even with exten-
sive multiplexing, such experiments are still expensive. 
For such screens to become routine, greater multiplexing 
and/or further reductions in the cost of scRNA- seq will 
be needed. Furthermore, such multiplex screens may be 
limited to epigenetic perturbation, particularly if large 
numbers of DSBs are toxic to cells.

Future prospects for CRISPR- based screens of non- 
coding sequences. Within just a few years, CRISPR and 
CRISPRi screens of non- coding elements have delivered 
clear progress in terms of validating enhancers in their 
native context while also linking them to their target 
genes. However, technical improvements are needed, 
and many questions remain (Fig. 3c). For example, val-
idating each screen- based ‘hit’, such as by deleting it 
outside of a screen, remains challenging204,206 but should 
probably be the standard expectation for strong claims 
about enhancer functionality (see Defining and catalogu-
ing enhancers for further discussion of this point). Also, 
because the number of unambiguous ‘positive control’ 
enhancer–gene links remains small, the false- negative 
rates for these scans by and large remain unknown.

Protospacer- adjacent motif
(PAM). in the original CRiSPR 
bacterial immune system, 
fragments of previously 
encountered viral DNA are 
preserved in the bacterial 
genome; these ‘remembered’ 
sequences are processed into 
RNAs that guide the CRiSPR 
nuclease to destroy newly 
invading viral DNA. But, to 
prevent the nuclease from 
destroying the matching 
‘remembered’ sequence in the 
bacteria’s own genome, a motif 
(the PAM) is required next to 
the target sequence in the viral 
genome. When genome editing 
is performed in eukaryotic 
cells, the presence of this 
sequence is still required by 
CRiSPR nucleases.
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In the vein of the latter concern over false negatives, 
one of the larger surprises of these studies has been 
that relatively high proportions of the biochemically or 
MPRA- supported candidate enhancers tested do not 
detectably influence the expression of a cis- encoded 
gene, in both CRISPR and CRISPRi screens, and even 
when assaying the whole transcriptome (for exam-
ple, ~90% in REF.72). How should this be interpreted? 
Potential explanations include that epigenetic pertur-
bations of enhancers have a high false- negative rate, 
for technical reasons; scRNA- seq fails to detect subtle 

changes in gene expression; shadow enhancers are buffer-
ing regulatory effects217; most screens to date have been 
in terminally differentiated, stable cell lines whose lack 
of dynamics masks any regulatory effects; and finally, 
analogous to the early estimates of the total number of 
human genes, there are many fewer bona fide enhancers 
than biochemical and MPRA- based annotations would 
have us believe.

On the other side of the balance sheet, putative 
enhancers identified by CRISPR screens may fail to show 
activity in MPRAs. Are such instances false positives in 

Shadow enhancers
Redundant enhancers, often 
located far away from their 
target gene; enhancer 
redundancy is thought 
to enable robust buffered 
expression of the target gene 
and to provide a versatile 
platform for the evolution 
of new regulatory functions.

c  Future prospects for CRISPR enhancer–gene pair screens
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Fig. 3 | CRISPR- based screens of enhancer–gene links. In all such screens, guide RNA (gRNA)-based perturbations are 
designed for candidate enhancers and are delivered to mammalian cells as a pool. a | In most screens, cells are separated 
by the expression of a single or a few genes, and perturbations are tested for enrichment in high- or low- expression bins.  
b | In ‘whole- transcriptome’ screens, single- cell RNA sequencing (RNA- seq) is used to evaluate the expression of any gene 
against each perturbation. c | The future of such screens would benefit from higher standards (and better methods) to 
validate the screen results (for example, by deletion of individual elements), investigating why all such screens have had a 
low ‘hit rate’ thus far, and comparison of their results with massively parallel reporter assay (MPRA) readouts of activity. 
CRISPRa, CRISPR activation; CRISPRi, CRISPR interference.
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the CRISPR screens, or false negatives in the MPRAs?  
Of note, most conventional MPRAs utilize a single pro-
moter for the reporter, which may not be sensitive to 
all enhancers79. Also, some established mechanisms of 
enhancer–gene interaction, such as high physical mobil-
ity154 or weak interaction networks218, may not translate 
well to an MPRA context. Finally, MPRAs will fail to 
recapitulate complex gene–enhancer networks121,122. 
Considerable further work will be necessary to differentiate 
between these and other potential explanations.

Technologies for in vivo validation
All the aforementioned methods (biochemical anno-
tations, MPRAs, CRISPR screens and so forth) are 
performed in vitro on cell lines and therefore are only 
capable of accessing a limited number of biological con-
texts. As we discussed above, eQTL studies are power-
ful for assessing in vivo effects but are limited in critical 
ways. Consequently, the mouse model will remain a 
crucial asset for the validation and characterization of 
human enhancers for the foreseeable future.

First, transgenic reporter assays continue to provide 
valuable information regarding the tissue specificity of 
candidate enhancers219. The advantages of in vivo trans-
genic reporter assays include that a much broader range 
of developmentally and physiologically relevant contexts 
are ‘accessed’ than will ever be possible in in vitro sys-
tems and that the sequences tested have experienced the 
natural developmental history of these contexts, rather 
than being transfected or transduced into already- 
differentiated cells. The disadvantages of in vivo reporter 
assays are similar to those of MPRAs, including that ele-
ments are tested outside of their native genomic context 
and that the elements are not linked to their endogenous 
target genes.

Second, CRISPR technology has recently made it 
much more straightforward to delete genomic sequences 
in the mouse, enabling new insights into aspects such 
as enhancer redundancy115 and the consequences of 
disrupting TADs220. Although observing phenotypic 
changes consequent to in vivo manipulation of an 
endogenous regulatory sequence is a powerful paradigm, 
a first disadvantage is that if the goal is to understand 
human enhancers, then such studies may be restricted 
to elements conserved across mammals. Furthermore, 
the organismal phenotypic defects caused by deleting 
regulatory elements can be subtle and challenging to 
detect221. Finally, similar to in vivo transgenic reporter 
assays, in vivo deletion of candidate enhancers will be 
challenging to scale beyond a handful of sequences. 
Despite these limitations, we envision that both murine 
in vivo CRISPR deletion and transgenic reporter assays 
of selected elements will be critical for benchmarking 
the validity of any emerging catalogue of functionally 
characterized human enhancers.

Defining and cataloguing enhancers
Ever since the Human Genome Project, a natural goal 
for the field of genomics has been to generate a catalogue 
of human enhancers. Indeed, this is one of the primary 
goals of the ENCODE Consortium, which has generated 
the vast majority of the aforementioned biochemical 

annotations. However, for such a catalogue to be both 
comprehensive and maximally useful, it should not sim-
ply comprise a list of sequences believed to be enhanc-
ers on the basis of biochemical annotations from cell 
lines and tissues, except perhaps in its very initial form. 
Rather, our goal should be to apply emerging, scalable 
biochemical and functional assays in order to generate 
a considerably more useful catalogue.

Spurred by efforts including ENCoDE-4 and the 
Human Cell Atlas, developments that we anticipate within 
the next few years include the following. First, single- cell 
profiling, of chromatin accessibility, histone marks, TF 
binding and 3D conformation, will yield genome- wide 
catalogues of enhancer- associated biochemical marks 
for nearly all human cell types, from tissues obtained 
in  vivo and from nearly all developmental stages. 
Second, MPRAs will be applied in order to comprehen-
sively test candidate regulatory elements in representa-
tive cell types, quantifying the transcriptional activation 
potential of each element in a uniform context. Third, 
CRISPR screens will be applied to these same candidates 
in these same cell types, validating a subset of elements in  
their native genomic context while also revealing the 
targets of enhancer regulation. Finally, the number of 
elements tested in mouse models, either by transgenic 
reporters or CRISPR- mediated deletion, will continue 
to grow as well, albeit at a much slower rate.

On the one hand, these developments are encourag-
ing. They move us closer to a comprehensive catalogue 
of functionally supported human enhancers that is well 
annotated in terms of the cell types in which each ele-
ment is active, the genes that each element regulates, 
the degree of activation each element confers and so 
forth. On the other hand, as compared with the current 
practice, in which putative enhancers are operation-
ally identified often solely on the basis of biochemical 
marks, future enhancer catalogues are likely to be more 
nuanced. For example, it will probably more often than 
not be the case that specific elements are supported by 
some, but not all, forms of evidence. Which are we to 
interpret as the ground truth?

As a starting point for dealing with this anticipated 
heterogeneity, we propose a relatively straightforward 
framework for how to describe the level of support for 
candidate enhancers. This framework is illustrated in 
Fig. 4. At the very top is a new ‘validated and target- 
linked’ operational definition of enhancers, wherein a 
non- coding sequence has a demonstrated effect on 
a specific target gene’s expression in its endogenous 
context. To be more specific, validated and target- 
linked enhancers would meet the following evidentiary 
criteria.

First, targeted deletion of the element in its native 
genomic context should result in altered expression of 
a distally located target gene. Deletion of the candidate 
enhancer in vivo or in a cell line should result in a meas-
urable, reproducible change in the expression of one 
or more target genes. This would provide strong func-
tional evidence that the sequence in question actually 
performs a regulatory function, while also linking it to 
at least one gene that it regulates. The deletion could be 
of only the one element, or possibly in combination with 

ENCODE-4
The fourth generation of 
projects funded by the 
Encyclopedia of DNA Elements 
(ENCoDE) Consortium, begun 
in 2017 and including a new 
component focused on the 
implementation of high- 
throughput functional assays.

Human Cell Atlas
An international scientific 
community to coordinate the 
generation of human single- cell 
datasets, with the goal of 
generating a reference map 
of every cell type in the 
human body.
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other deletions or perturbations, in order to unmask 
any redundancy.

Second, there should be evidence for a cis- acting 
mechanism. Perturbations of non- coding elements can  
have secondary effects, so there should be at least some 
rationale for concluding that an observed effect is medi-
ated primarily by a cis- regulatory mechanism. This 
could simply be met through linear proximity between 
the candidate enhancer and its target gene (for exam-
ple, <100 kb) or through other experimental data (for 
example, allelic imbalance or 3D proximity). Although 
they do not definitively demonstrate cis regulation, such 
lines of evidence at least support the possibility that the 
observed effects are not secondary or trans.

Third, there should be at least one line of orthogo-
nal evidence that the sequence is an enhancer. Because 
it is plausible that a deleted sequence could influence 
the mRNA abundance of a cis- located gene through 
mechanisms other than serving as an enhancer, this 
criterion serves to add additional support. We propose 
that this evidence could come in the form either of the 
sequence episomally enhancing expression of a reporter 
gene on a plasmid (in accordance with the original 
1981 definition7) or of enhancer- associated biochemi-
cal marks (in accordance with the operational defini-
tion of the ENCODE Consortium and its successors). 
The flexibility of this definition — that is, it requires 
one but not both of these lines of complementary sup-
port — allows for exceptions to the rule (for example, 
bona fide enhancers that do not function in reporter 
assays, or bona fide enhancers that bear non- canonical 
biochemical marks). Of course, these assays are corre-
lated, so in many cases there will be agreement across  
the board.

We emphasize that we propose these as inclusionary, 
rather than exclusionary, criteria for defining enhancers. 
As we discussed above, it is very difficult to prove that a 
sequence is not an enhancer. Additionally, we also note 
that our definition may not be easily adaptable to candi-
date enhancers that overlap promoters or protein-coding 
regions.

For candidate enhancers that fall short of ‘validated 
and target- linked’ status, we propose three additional 
tiers (Fig. 4). ‘Strongly supported’ candidate enhancers 
should be supported by agreement of all three classes of 
experimental data — that is, biochemical marks, episo-
mal reporter activity and CRISPRi/CRISPRa- based per-
turbation (but not necessarily deletion of the candidate 
enhancer, or else they would qualify as ‘validated and 
target- linked’; see Nuclease- inactive epigenome- editing 
screens for related discussion). ‘Moderately supported’ 
enhancers would have support from two out of three of 
these, with the third being inconsistent, inconclusive or 
not performed. Finally, ‘weakly supported’ enhancers,  
a category that would presently apply to the vast major-
ity of current human candidate enhancers, would be 
supported by only one of the three forms of evidence, 
with the other two being inconsistent, inconclusive or 
not performed.

We recognize that this scheme may be light in detail 
relative to the practical realities; for example, stand-
ards will be needed for how to threshold the datasets 
underlying each form of support, specific biochemical 
marks will need to be defined as enhancer- associated 
and so forth. However, particularly as the generation of 
such datasets accelerates, it seems critical that we have 
some framework in place for dealing with the inevitable 
hetero geneity in the confidence with which elements are 

Enhancer Target gene

1 Mb

Validated
and target-
linked

Deletion of non-coding sequence 
in vivo or in relevant cell line, with
change in gene expression

Evidence for cis-acting mechanism
(e.g. linear proximity, 3D proximity
or allelic imbalance)

Orthogonal evidence that the non-coding sequence is an enhancer 
(e.g. episome-based reporter demonstration of enhancer activity
or biochemical annotation)

AND/OR AND/ORModerate
(2 of 3 required)

Genomic perturbation in cell line with cis change in
gene expression

Enhancer-associated
biochemical 
annotations

Episome-based 
demonstration

of activity

Strong
(All required) AND ANDEpigenetic genomic perturbation (but not deletion) in cell

line with cis change in gene expression

Episome-based
demonstration 

of activity

Enhancer-associated
biochemical 
annotations

Weak
(One required) OR OR

Only episome-based
demonstration 

of activity
Only genomic perturbation-based support 

Only enhancer-
associated biochemical

annotations

Fig. 4 | A tiered framework to describe the level of support for the enhancer candidacy of a non- coding sequence. 
We propose ‘validated and target- linked’ support as the degree of evidence that we should be aiming for in cataloguing 
non- coding sequences as bona fide human enhancers. If the evidence falls short of that, as it currently does for nearly 
all candidate enhancers, we propose strong, moderate and weak tiers to describe candidate enhancers with less or 
conflicting evidence. The vast majority of candidate human enhancers are presently only weakly supported.

NaTuRe RevIeWS | GEnETICS

R e v i e w s

  voluMe 21 | May 2020 | 305



named as enhancers, in terms of both the kinds of assays 
being used and the results of those assays. In our view, 
the standard for declaring that an element is a biological 
enhancer should be better grounded in activity- based 
functional evidence, and the scheme in Fig. 4 is consist-
ent with that goal. Furthermore, particularly because the 
functional dissection of trait- associated genetic variants 
from genome- wide association studies (GWAS) is likely 
to be a major focus of the field for the coming decade, it 
seems key that future efforts should prioritize the link-
ing of enhancers to their target genes. Such links will 
necessarily accompany all ‘validated and target- linked’ 
and ‘highly supported’ enhancers according to the cri-
teria above, as well as a subset of moderately and weakly 
supported enhancers.

Conclusions and future perspectives
Advances in scalable methods for the biochemical anno-
tation and functional characterization of regulatory ele-
ments are paving the way to a comprehensive catalogue 
of human enhancers. In our view, such a catalogue can 
and should include knowledge of the cell type- specificity 
of each element, at least some degree of functional sup-
port for its role as a bona fide enhancer and knowledge 
of the element’s target genes (Fig. 5). Such a catalogue 
could prove to be a critical resource for furthering 
our understanding of the human genome and its role 
in disease.

A first challenge to this goal is that it is already 
clear that the results of different types of assay will fre-
quently disagree. How are we to explain the fact that the 
vast majority of biochemically nominated candidate 
enhancers, when perturbed by CRISPRi, do not result 

in detectable changes in the expression of genes located 
in cis72? As we touched on above, there are numerous 
credible technical and biological explanations for this 
observation, and distinguishing between them seems 
key to allowing the field to move forwards effectively. 
The broader point is that we remain largely in the dark 
regarding the sensitivity and specificity of most of these 
assays. Establishing a larger set of ‘true positives’ and 
‘true negatives’ may be critical for adjudicating disagree-
ments, which are trending towards being more prevalent 
than cases of agreement.

A further challenge is that although technologies 
are rapidly improving, it may simply not be realistic 
to test every candidate enhancer with every functional 
approach in every cell type of interest. However, as 
increasing numbers of elements are tested, our abil-
ity to quantitatively predict which sequences are bona 
fide enhancers, as well as the genes each regulates, 
is likely to improve as well. For example, machine- 
learning strategies to predict enhancer–gene links on 
the basis of 1D and 3D biochemical annotations are 
already advancing beyond the simple ‘nearest gene’ 
approach134,209,222. Particularly given the heterogeneous 
mechanisms by which enhancers might operate, estab-
lishing a community- accepted set of strongly supported 
enhancer–gene links, ascertained by relatively unbiased 
methods, seems key to calibrating the performance of 
such predictive tools.

We note that many of the challenges highlighted 
here apply not only to candidate enhancers but also to 
non- coding variants located within them. What stand-
ards of evidence should apply for a non- coding variant 
hypothesized to contribute to the association signal for  
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Fig. 5 | The blind men and the elephant of human enhancer biology. Much like blind men inspecting an elephant66, 
operational definitions of enhancers are merely a means to characterize the underlying biological phenomenon, but they 
fall short of the phenomenon itself. As we work to develop a catalogue of bona fide biological enhancers, an updated 
operational definition that accommodates the heterogeneous and complementary results that are emerging from 
reporter assays, biochemical measurements and CRISPR screens will likely be necessary. In our view , the catalogue can 
and should aim to include knowledge of the cell- type specificity of each element, strong and multifaceted support for 
each element’s role as a bona fide enhancer, and knowledge of each element’s target genes. MPRAs, massively parallel 
reporter assays.
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a common disease? Heterogeneous classes of data will 
be available for many variants (for example, biochemical 
annotations, molecular QTLs, computational predictions 
of variant effects, MPRAs and CRISPR perturbation), 
but they will not always agree. Further challenges include 
linkage disequilibrium, the possibility that more than one 
variant may contribute to a given association, the need 
to match the cell type in which functional characteriza-
tion and/or biochemical annotation is being carried out 
with the disease in question, and the fact that the mech-
anisms by which non- coding variants exert their effects 
on disease risk remain unclear223. Although a definitive 
map of cell type- specific enhancers and enhancer–gene 
links will be critical in order to accelerate efforts to move 
beyond GWAS associations to causal variants and genes, 
it clearly will not be enough.

Additionally, for the purposes of this Review, and 
in line with how enhancers are broadly thought of in 
the field, we have focused on the modulation of gross 
transcript levels as an enhancer’s primary activity of rel-
evance. However, we should remain open to the possi-
bility that many enhancer or enhancer- like sequences 
have more nuanced or tightly orchestrated effects, 
such as effects on splicing, subtle effects on the spati-
otemporal unfolding of gene expression programmes 
during development, or other fine- grained effects. An 
evolving definition could also make room for surveys 

of enhancers’ impacts on whole- cell or organismal 
pheno types, although the effects on expression through 
which such effects were mediated would be impor-
tant to know. Our overall point is that the operational 
definition of enhancers is likely to continue to evolve, 
alongside further advances in technology and biological 
understanding.

As we approach the 40th anniversary of their orig-
inal definition6,7, fascinating questions remain about 
enhancer biology. How does an enhancer pick its target 
gene? Is 3D chromatin structure a determinant of gene 
regulation, or a residual feature? How do individual 
enhancers coordinate within a regulatory circuit, and 
how widespread is redundancy within these enhancers? 
What constitutes the differences between the mecha-
nisms underlying enhancer versus promoter activity? 
And last, what is (or are) the true precise mechanism 
(or mechanisms) of an enhancer’s activity at a target 
promoter? Although it will not be enough, we anti-
cipate that confidently identifying thousands of bona 
fide enhancers, ideally through some relatively unbiased 
method, will facilitate efforts to answer these questions, 
while also advancing our understanding of how this class 
of elements orchestrates the remarkable programme of 
mammalian development.
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